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ABSTRACT
A prosecutor’s decision to charge or dismiss a criminal case is a particularly high-stakes choice. There is concern, however, that these judgements may suffer from explicit or implicit racial bias, as with many other such actions in the criminal justice system. To reduce potential bias in charging decisions, we designed a system that algorithmically redacts race-related information from free-text case narratives. In a first-of-its-kind initiative, we deployed this system at a large American district attorney’s office to help prosecutors make race-blind charging decisions, where it is used to review many incoming felony cases. We report on both the design, efficacy, and impact of our tool for aiding equitable decision making. We demonstrate that our redaction algorithm is able to successfully mask race-related information, making it difficult for a human reviewer to guess the race of a suspect. In the jurisdiction we study, we found little evidence of disparate treatment in charging decisions even prior to deployment of our intervention. Thus, as expected, our tool did not substantially alter charging rates. Nevertheless, our study demonstrates the feasibility of race-blind charging, and, more generally highlights the promise of algorithms to bolster equitable decision making in the criminal justice system.

ACM Reference Format:

1 INTRODUCTION
It is a staple of a fair judicial system that justice should be blind. Indeed, the image of Justitia, who’s “most enigmatic” trait is the blindfold covering her eyes as she passes judgment [28], is almost ubiquitous [16]. For centuries and across cultures, the notion of a blind umpire has been held up as a depiction of a fair and equitable decision maker. In the context of criminal justice, the ideal of “blind justice” transforms into a specific, normative prescription: In deciding on a defendant’s fate, members of the judicial branch and law enforcement should not take into account immutable features. For a smaller subset of these features, the normative prescription evolves into a constitutional command. A decision motivated by a consideration of so-called “protected characteristics,” such as a defendant’s race or gender, constitutes a violation of the Equal

Protection Clause of the Fourteenth Amendment [30]. Yet ample evidence suggests that immutable features—even those enjoying constitutional protection—regularly influence the criminal process at various stages, whether it be in the context of policing, prosecution, detention, adjudication or sentencing [18, 35, 59]. Consistent with these findings, a majority of U.S. adults believes that the criminal justice system systematically favors white over Black suspects.

A particularly critical decision point in the criminal process is the prosecutorial decision whether or not to charge a case. Prosecutors enjoy much discretion in deciding who and on what grounds to prosecute [14], a discretion that Justice Jackson once called “the most dangerous power of the prosecutor” [27]. The legal bar to substantiate a claim that this discretion has been misused (“selective prosecution”) is notoriously high [41]. Indeed, the first and last time the Supreme Court concluded that the enforcement of a criminal law violated the Equal Protection Clause was in 1886 with Yick Wo v. Hopkins. In its most recent case from 1996, Armstrong, the Court effectively made it impossible for Black defendants to compel evidence for selective prosecution from the government unless the defendants can already demonstrate that “similarly situated” suspects were not prosecuted. At the same time, observational studies suggest that discretion in prosecutorial charging decisions may significantly contribute to racial disparities [58].

The picture painted by the empirical evidence, paired with the high hurdles presented to those seeking legal recourse, often raises the question whether justice “is really blind” [18, 52] or whether the idea of blind justice is merely a “myth” [56]. Actually blind decision makers, while previously contemplated [49], has so far evaded serious scholarly consideration, likely because it was thought to be infeasible.3

In this paper, we report on a pilot initiative that does just that. We implemented an algorithm at the district attorney’s office of a major U.S. county to automatically remove race-related information from incident reports of felony cases before they are reviewed by a prosecutor. In many jurisdictions—including the one we study—a prosecutor’s decision to charge a case is largely based on a written police report, conversations with officers, and, in some cases, review

1Through reverse incorporation, the same standards apply to the federal government, including federal prosecutors, under the Fifth Amendment. See Boiling v. Sharpe, 347 U.S. 497, 499 (1954).
3Legal scholars have primarily discussed normative aspects of blind decision making in the context of the “John Doe” defendant, i.e. when the defendant cannot be identified or should not be identified because the charges levied against him, even if unjustified, carry with them a social stigma [64].
of photographic and other physical evidence. To facilitate race-blind charging, we used methods from natural language processing to mask several types of information in the incident reports that could indicate an individual’s race, including: explicit mentions of race; select physical descriptors, including hair and eye color; individuals’ names or nicknames; location information, including neighborhood names and street addresses; and officer names, given that prosecutors may remember where officers are stationed.

In order to verify our tool, we assessed the ability of an expert annotator to infer the race of the individuals described in the masked narratives. When asked to estimate the likelihood that a Black individual was involved in a case, we found that the annotator achieved an AUC of 0.70 [95% CI: 0.64–0.76], on par with the performance of a supervised model (0.75 [95% CI: 0.71–0.78]) trained on the masked text. We further found that these results were roughly comparable to the AUC (0.63 [95% CI: 0.58–0.68]) of a model based only on the alleged offenses. Because it is important for prosecutors, at a minimum, to see the allegations, this similarity suggests our algorithm is able to mask narratives close to the practical limit.

To aid use of our masking algorithm, we implemented a new two-stage procedure for case review. First, before speaking with officers or reviewing any non-redacted information on a case, a prosecutor makes (and records) a preliminary charging decision based solely on the algorithmically redacted incident report. Next, the prosecutor reviews all the available evidence on the case, including an unredacted incident report, and makes a final charging determination. If, however, the preliminary and final decisions differ, prosecutors are required to provide a written explanation for the change. This new procedure required transitioning the office from a primarily paper-based system to an internal web-based platform that we created. We designed this process and platform to limit the role of race in charging decisions while also preserving the opportunity for a full review of all relevant case information.

We used a quasi-experimental approach to investigate the impact of our algorithm on charging decisions. We found that masking did not substantially alter overall charging rates. We further found that race-specific charging rates were similar for masked and unmasked case files. However, even prior to adoption of our masking algorithm, we found little evidence of racially disparate treatment in our partner jurisdiction, based on an observational analysis of historical charging decisions. Our results thus provide further evidence that race does not substantially impact charging decisions in the jurisdiction we examine.

We caution, however, that these findings should not be interpreted as proof for the absence of discrimination in charging decisions more broadly. For one, our study is limited in geography. Observational studies suggest that biases in prosecutorial charging decisions may be a more significant problem in other districts [58]. We hypothesize our intervention could yield greater effects elsewhere. In addition, with its focus on selective prosecution, our work is tailored to detecting and mitigating disparities caused by differences in the perception of race, which is merely one form of discrimination. Our analysis does not investigate whether prosecutorial charging decisions lead to differential burdens across racial lines, which is another form of discrimination recognized under the law. Finally, it bears emphasis that our results focus not on biases in the entire criminal process, but only on a single decision point.

Our work demonstrates that blind decision making can be facilitated through the use of computational methods. The feasibility of our implementation prompts the need for a serious and concrete debate surrounding the normative aspects of blinding decision makers at the different stages of the criminal process. In particular, the more widespread use of technology such as ours in the context of criminal justice can have ambivalent effects on public trust. On one hand, it may increase the confidence in the criminal justice system and, for that reason, may constitute a beneficial intervention even in districts such as ours that show no evidence of selective prosecution. On the other, many people are averse towards algorithmic or algorithm-assisted decision making [15] and the knowledge that computational tools are involved in the decision-making process could increase that aversion. It remains unclear how these public concerns should be balanced off against the advantages of blinding.

## 2 BACKGROUND AND RELATED WORK

Our study contributes to a growing literature on algorithms in the law. Algorithms have become an increasingly central aspect of the legal environment. In the realm of private law, they are used in many commercial contexts [61], such as contract drafting [6, 9] and contract review [26, 36, 37]. They are also increasingly prevalent in the analysis of consumer contracts [24], and in discovery during civil litigation [66]. On the administrative side, a recent report finds that nearly half of 142 examined federal agencies have implemented machine learning tools [17], reaching from predictive enforcement, to facial and handwriting recognition, to automatic adjudicatory error correction.

In criminal law, the vast majority—if not all—of commonly used algorithms are designed to predict some future outcome that has the potential to inflict significant costs or benefits on the individual [12, 13]. For instance, the prediction of a defendant’s recidivism risk can be the difference between pretrial detention and release. These types of algorithms raise two important legal and normative challenges. The first set of concerns pertains to the forward-looking nature of predictive algorithms. Because these algorithms tend to penalize individuals not for conduct that they have done, but for conduct that they may do in the future, scholars have argued that the use of predictive assessments is inconsistent with our existing theories of punishment, most importantly with principles of retributive justice [23, 44]. In addition, there is concern about the potential for false positives that is inherent in predictions [40, 42].

The second set of challenges focuses on the source of information that most predictive algorithms use. Generally speaking, the performance of predictive algorithms improves as they receive more information as an input. Accurate prediction algorithms often use information about group characteristics (e.g., gender or socioeconomic groups) to predict the behavior of an individual. This effectively conditions punitive elements on the mere fact that the defendant is a member of a particular group, a generalization

---

4For instance, Title VII of the Civil Rights Act of 1964 recognizes “disparate impact” as a form of discrimination, which, among others, applies to facially neutral hiring policies that disproportionately burden minorities.
that raises important concerns under anti-discrimination laws [57]. Does the inclusion of protected characteristics (e.g., race or gender) automatically constitute a form of unconstitutional discrimination? Does this prohibition extend to socioeconomic characteristics? How should one treat attributes that are not themselves susceptible, but strongly correlate with protected class characteristics (e.g., zip code)? As the use of predictive algorithms becomes more ubiquitous, their interaction with anti-discrimination laws remains at the center of the legal debate [21, 31, 32, 50].

Our design avoids many of these normative challenges by breaking with the tradition of how algorithms are used in the criminal justice system. In contrast to the forward-looking algorithms currently employed that focus on predicting an individual’s future behavior, our algorithm to mask racial information can be conceived of as a mechanism that enables the implementation of an otherwise difficult reduction process. In principle, it is possible to employ humans to remove racial identifiers from incident reports, a practice that is unlikely to raise serious concerns about appropriate theories of punishment. However, as this practice would be prohibitively costly and performance may fluctuate from one human to the next, our algorithmic approach offers a reliable and economically feasible alternative.

Similarly, our implementation does not raise the same normative concerns under anti-discrimination laws. Rather than relying on group-based information (including protected characteristics, like race) as inputs, we aim to remove information from the text of incident reports in order to effectively mask racial cues. Indeed, whereas the goal of previous implementations to maximize predictive performance is often in tension with anti-discrimination doctrine, the goal of our system is to help decision makers avoid engaging in conduct that is prohibited by anti-discrimination laws.

In addition to its contributions to the literature on algorithms in law, our study makes a unique contribution to the extensive literature seeking to analyze the influence of race on different decision points in the criminal process [2]. Many studies focus on disparities in sentencing for Black and white defendants [18, 43, 47, 60, 62]. Other work has considered the role of race in policing [7, 19, 46], arrests [4] and plea-bargaining [5]. More recently, scholars have attempted to assess the cumulative effect of race across multiple decision points [33, 35]. While the majority of these studies suggest that people of color are disadvantaged, the evidence is often ambiguous and sensitive to the specific methodology applied and criminal context under investigation [18, 62].

Although it did not escape scholarly attention, fewer studies have focused on the importance of race in the prosecutorial charging decision [11, 34, 51, 63]. Perhaps the most ambitious examination to date was conducted by Starr and Rehavi [58]. Examining 36,659 individuals in the federal criminal justice system from the initial arrest to final sentencing, the authors found that the primary driver for sentencing disparities between Black and white defendants stem from differences in the initial charging decision of the prosecutor, specifically for charges with statutory mandatory minimum sentences. In contrast, a recent experimental study by Robertson et al. [48] found no evidence of racial biases in charging decisions. The authors presented prosecutors with vignettes in which the race of the suspect was randomly varied and asked, among others, whether the prosecutors would press charges. In an observational analysis of prosecutors at the San Francisco District Attorney’s Office, Mac-Donald and Raphael [39] similarly found little evidence of disparate treatment in charging decisions. A few studies even found that prosecutors may exert biases in favor of minority suspects [65].

Overall, the evidence on race effects in charging decisions, like the evidence at other decision points, is ambiguous. Part of this ambiguity may be explained by differences in geography or crime type of the data under study [34]. In addition, some inquiries suffer from small sample sizes [11]. We hypothesize that yet another reason for the observed variability in results is driven by methodological differences across the studies. Indeed, in order to identify racial effects, nearly all previous efforts have relied on the “selection on observables” assumption. That is, the researcher tries to adjust for characteristics that are correlated with both race and charging decisions (such as alleged crime type), and assumes that the residual variation can be causally attributed to the race of the suspect. However, as is well known, this approach fails if there are unobserved characteristics that may confound the results. For instance, a study that adjusts for broad categories of crime may still be unable to take into account variation in the severity of the alleged crime within any particular category [58]. In the few instances in which researchers have tested race effects in an experimental setting [48], the hypothetical nature of the experiment can make it difficult to extrapolate the findings to the real world.

Our study is the first to directly manipulate the perception of race for charging decisions in the district attorney’s office of a major U.S. county. Although practical considerations prevented us from conducting a perfect randomized controlled trial (see Section 4 for a discussion of these limitations), our design circumvents the most serious concerns with purely observational approaches, complementing the results of past work and suggesting a path forward for future researchers.

3 METHODOLOGY

To reduce the role of race in charging decisions, we made three substantial changes to the case review and charging process at our partner district attorney’s office. First, we developed a redaction algorithm which automatically identifies and redacts race-related words. Next, we designed a new two-stage case review procedure that incorporates blind review while preserving attorney discretion with all available case information. Finally, we built a custom web-based (private intranet) platform to display these redacted case narratives and record the case decisions made by prosecutors.

3.1 Masking narratives

Our masking algorithm automatically identifies race or race-related information in the free-text narrative included in every incident report. We identify and obscure five types of information: (1) explicit mentions of race; (2) select physical descriptors, including hair and eye color; (3) individuals’ names or nicknames; (4) location information, including neighborhood names and street addresses; and (5) officer names, given that prosecutors may remember where officers are stationed.

Many of these types of information are identified through the use of predefined regular expressions. For example, we match against an openly available dataset of every street and neighborhood name in
3.2 Blind review procedure and platform.

Coupled with the masking algorithm, we designed a two-stage case review process to limit the role of race in charging decisions while also preserving the opportunity for a full review of all relevant case information. In particular, our procedure addresses a concern that redacted or omitted information may significantly impair a prosecutor’s charging decision. For example, given that it is difficult to imagine useful and effective redaction of certain evidence—including photo, video, or audio—we do not include these sources when asking an attorney to make a race-blind case decision. But these sources may reasonably influence a prosecutor’s charging decision. To address this concern, we require prosecutors to review any given case twice: first, they conduct a preliminary blinded review with our redacted incident report; and later, they engage in an expanded, final review with all available (unreadred) information.

The initial race-blind review occurs the first workday morning after an individual has been booked into jail, before a prosecutor has spoken with officers or reviewed any non-redacted information on a case. At this stage, prosecutors review only a limited set of case information: date and time information; basic information about all involved individuals, such as sex, age, height, and weight; details on confiscated property; categorical flags, such as whether the incident was gang-related; a list of proposed charges; and our redacted case narrative. After reviewing this information, the prosecutor is asked to select one of four options for the likely final charging decision: “charge”, “probably charge”, “probably discharge”, and “discharge”. Prosecutors are also asked to explain their decision with a brief comment.

At the charging decision deadline, typically 1–2 days later, the same prosecutor conducts a final comprehensive review of the case. This review includes not only the full, unredacted version of the incident report, but also photo or video evidence, and any supplementary reports filed in the interim. The prosecutor reviews all these documents and makes a charging decision on the case. Crucially, if this decision differs from their initial, race-blind determination, they must explain the reason for the change. This stage of the process is intended to encourage prosecutors to pause and consider why they have chosen to change their decision compared to the initial, race-blind review.

This new procedure required transitioning the office from a primarily paper-based system to an internal web-based platform that we created. Both algorithmic redaction and preliminary review take place on our new platform. We plan to open source this software after testing its extension to several other district attorney’s offices.

4 RESULTS

4.1 Assessing redaction quality

To statistically evaluate the quality of our redactions, we took two approaches. To begin, we asked an independent researcher—with previous experience reading unredacted narratives from this jurisdiction—to read the algorithmically redacted narratives and then predict whether a Black suspect was involved. In preparation for the labeling task, the annotator saw the race of involved
individuals on 15 redacted reports. Then we recorded their predictions in two separate ways. First, we asked the annotator to assess each redacted narrative individually, and to provide a probability estimate for whether a Black suspect was involved in the incident. Because providing precise probability estimates can be difficult for humans, we complemented the approach with a second task. We asked the annotator to review a pair of redacted narratives, informing them that exactly one of the narratives involved a Black suspect; the task was to identify the incident involving the Black suspect.

As an additional method of evaluation, we trained a series of machine-learning models to infer race using varying levels of case information. One model had access to the same information as our human reviewer—namely, the redacted narrative and the basic case information provided to the prosecutor during blind review. The redacted narrative was represented by transforming individual words into word embeddings using a 300-dimension GloVe embedding. To obtain document embeddings, we then averaged over the word embeddings. We also explicitly counted the occurrence of each redaction token (e.g., “[race/ethnicity]”) and included these counts as features. A second model was trained to infer race using only the alleged charge, which we assume to be the minimal necessary information required to make a sensible charging decision. We would expect that perfectly effective race redaction which preserves charge information would perform no better than this simple model, making it a suitable baseline. A third model had access to every case detail available (except race itself), including the unredacted narrative. We excluded race from this model to measure the need for algorithmic redaction beyond the simple removal of a suspect’s race from the incident report. For these prediction tasks, we trained several gradient-boosted decision tree models—a state-of-the-art machine-learning method for such classification problems. Model performance was assessed using ten-fold cross validation. A fourth model simply guesses the most common class every time to gauge the performance of a naive model which does not use any information.

This task was assessed on the approximately 400 cases reviewed during the pilot by our partner jurisdiction. In this sample, approximately 43% of incidents involve a Black suspect, 30% involve a Hispanic suspect, 29% involve a white suspect, 4% involve an Asian suspect, and 3% involve a suspect of another race. For the sake of brevity, we report here on each model’s ability to predict whether a Black individual was listed as a suspect, though we note the full findings (listed in Table 1) are qualitatively similar when predicting the presence of individuals from other racial or ethnic groups.

The baseline model—using only charge information—achieves an AUC of 0.63 [95% CI: 0.58–0.68] when predicting the presence of a Black suspect. The full model achieves an AUC of 0.92 [95% CI: 0.90–0.93]. The human annotator with access to every case detail available (except race itself), including the unredacted narrative. We excluded race from this model to measure the need for algorithmic redaction beyond the simple removal of a suspect’s race from the incident report. For these prediction tasks, we trained several gradient-boosted decision tree models—a state-of-the-art machine-learning method for such classification problems. Model performance was assessed using ten-fold cross validation. A fourth model simply guesses the most common class every time to gauge the performance of a naive model which does not use any information.

Overall, our results suggest that the unmasked incident reports include many identifiers that allow for the identification of a suspect’s race. However, redaction successfully conceals racial cues, making it difficult for our human annotator to acquire additional information about the suspect’s race. We do note that, with an AUC of 0.75 [95% CI: 0.71–0.78], our classifier outperforms our human annotator when given the redacted incident report. We thus cannot rule out that a prosecutor would be able to pick up on cues that our human annotator misses. However, it was neither practically feasible nor normatively desirable to amplify a prosecutor’s ability to identify racial cues through our annotation exercise.

Overall, our results suggest that the unmasked incident reports include many identifiers that allow for the identification of a suspect’s race. However, redaction successfully conceals racial cues, making it difficult for our human annotator to acquire additional information about the suspect’s race. We do note that, with an AUC of 0.75 [95% CI: 0.71–0.78], our classifier outperforms our human annotator when given the redacted incident report. We thus cannot rule out that a prosecutor would be able to pick up on cues that our human annotator misses. However, it was neither practically feasible nor normatively desirable to amplify a prosecutor’s ability to identify racial cues through our annotation exercise.

Figure 2: ROC curves for models with access to varying levels of case information. Models are evaluated on their ability to predict whether a Black suspect was involved in each incident. Better performance is indicated by curves that approach the upper left corner; the dotted diagonal line indicates a baseline model that guesses race completely at random. Both the human and model with access to redacted information performs comparably to the baseline crime type model, while the model with access to all information performs substantially better than both. This suggests our blind charging algorithm is able to effectively redact race-related information from incident reports.

4.2 Impact on charging decisions

Next we evaluate the impact of our deployment on charging practices. We aimed to randomize redaction at the level of individual cases, but a conventional randomized controlled trial was not feasible due to operational considerations. We randomly selected up to 20 felony cases every day for blind review. However, as a practical necessity, the unit supervisor had discretion to reassign cases. Further, attorneys were encouraged but not required to carry out a blind review of the cases they were assigned. As a result, cases

Figure 2: ROC curves for models with access to varying levels of case information. Models are evaluated on their ability to predict whether a Black suspect was involved in each incident. Better performance is indicated by curves that approach the upper left corner; the dotted diagonal line indicates a baseline model that guesses race completely at random. Both the human and model with access to redacted information performs comparably to the baseline crime type model, while the model with access to all information performs substantially better than both. This suggests our blind charging algorithm is able to effectively redact race-related information from incident reports.

4.2 Impact on charging decisions

Next we evaluate the impact of our deployment on charging practices. We aimed to randomize redaction at the level of individual cases, but a conventional randomized controlled trial was not feasible due to operational considerations. We randomly selected up to 20 felony cases every day for blind review. However, as a practical necessity, the unit supervisor had discretion to reassign cases. Further, attorneys were encouraged but not required to carry out a blind review of the cases they were assigned. As a result, cases
Table 1: Auditing redaction efficacy. Lower and upper estimates correspond to a 95% confidence interval. Note that the Hispanic label is partly imputed from individual’s names by classifying an individual as Hispanic if Census records for that first and last name show it is commonly associated with individuals of Hispanic ethnicity. As a result, Hispanic predictions using the full model can replicate the label perfectly (and are thus invalid), given the presence of the same attribute in the feature set.

<table>
<thead>
<tr>
<th>Crime type</th>
<th>Naive Acc.</th>
<th>Crime type AUC</th>
<th>Redacted Acc.</th>
<th>AUC</th>
<th>Full Acc.</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black</td>
<td>61%</td>
<td>0.63</td>
<td>67%</td>
<td>0.75</td>
<td>87%</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>[61%–61%]</td>
<td>[0.58–0.68]</td>
<td>[63%–72%]</td>
<td></td>
<td>[85%–90%]</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>72%</td>
<td>0.7</td>
<td>76%</td>
<td>0.71</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>[72%–73%]</td>
<td>[0.64–0.75]</td>
<td>[74%–79%]</td>
<td></td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>White</td>
<td>73%</td>
<td>0.55</td>
<td>73%</td>
<td>0.69</td>
<td>83%</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>[73%–74%]</td>
<td>[0.49–0.62]</td>
<td>[70%–77%]</td>
<td></td>
<td>[80%–87%]</td>
<td>[0.87–0.91]</td>
</tr>
</tbody>
</table>

Table 2: Actual charging rates, by race. Margins of error represent 95% confidence intervals. Note that—in generating these raw statistics—we did not adjust for factors that partially explain observed differences.

<table>
<thead>
<tr>
<th>Race</th>
<th>Blinding</th>
<th>No blinding</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asian</td>
<td>47% [21–72%]</td>
<td>53% [46–60%]</td>
<td>52% [46–59%]</td>
</tr>
<tr>
<td>Black</td>
<td>52% [44–60%]</td>
<td>56% [53–59%]</td>
<td>56% [53–58%]</td>
</tr>
<tr>
<td>Hispanic</td>
<td>68% [59–76%]</td>
<td>51% [47–55%]</td>
<td>54% [50–57%]</td>
</tr>
<tr>
<td>White</td>
<td>55% [45–64%]</td>
<td>49% [46–52%]</td>
<td>50% [47–52%]</td>
</tr>
<tr>
<td>Overall</td>
<td>57% [52–61%]</td>
<td>52% [50–54%]</td>
<td>53% [51–54%]</td>
</tr>
</tbody>
</table>

Figure 3: Cases over time. The blue line represents cases with a completed blind review; every other felony case without a completed blind review is depicted in red.

that ultimately underwent blind review were comparable—but not statistically equivalent—to those that did not undergo blind review. Prosecutors have conducted over 400 preliminary blind reviews since pilot initiation in August 2019. Figure 3 plots the number of cases with and without a blind review during the period of examination. As can be seen, the majority of cases are decided without blinding, reflecting the limitations just discussed.

In Figures 4a and 4b, we assess the balance of several of our covariates between cases that underwent blind review. The balance plots suggest cases were largely randomly assigned for blind review, alleviate concerns of selection bias due to human discretion. One exception is the narcotics case-type, which represents a crime category that has a small number of highly specialized prosecutors who receive most of these cases. We nonetheless opt to take a conservative approach and view and analyze our intervention as a quasi-experimental design, as described below.

In addition to limitations in our randomization strategy, we note that case-level treatment assignment might suffer from spillover effects. For example, the use of redaction on some cases could impact decisions on non-redacted cases by drawing attention to various elements of the non-redacted case files. In theory, one could avoid potential spillover effects by randomizing assignment at the level of prosecutors rather than cases. However, in our partner jurisdiction, a small number of prosecutors make all initial charging decisions, and so randomization at the level of the prosecutor would significantly diminish statistical power.

To assess the pilot’s impact on charging practices, we compare cases with a completed blind review to those without. Roughly 57% (95% CI: [52–61%]) of cases with a blind review were eventually charged, compared to 52% (95% CI: [50–54%]) of cases without a
blind review. Table 2 breaks these numbers down by race. For example, 52% (95% CI: 44–60%) of redacted cases involving Black individuals were charged, compared to 56% (95% CI: 53–59%) of unredacted cases. The small sample sizes—particularly for redacted cases—make it difficult to estimate charging rates precisely. However, the observed differences, both overall and across racial groups, are generally small.

As discussed above, this finding is consistent with observational studies that have found little evidence of disparate treatment in the jurisdiction we consider. To reproduce these findings, we modeled charging decisions for arrests that occurred in the six years prior to the start of the pilot. We estimated charging rates as a function of race, sex, and age; the day, month, and year of the arrest; the number of alleged charges; the presence of flags on the incident report indicating domestic violence, elderly victims, gang involvement, weapons, or the use of a body-worn camera; the Census-derived racial composition of the area in which the incident occurred; the precinct where the arrest occurred; two-year retrospective arrest and felony arrest counts for the suspect; the alleged charges; and the number of alleged charges in total. After adjusting for these factors, we found no statistically significant difference in charging rates for Black and Hispanic suspects relative to white suspects. These results confirm that disparate treatment in the charging decision is likely not a significant factor in creating racial disparities in our partner jurisdiction.

As noted earlier, case assignment was not perfectly randomized and it is likely that some of the factors that caused decisions to be made on the platform correlate with charging decisions. For instance, a prosecutor who is more likely to use the platform may also specialize in a particular type of crime. To address the problem of possible confounding, we supplement the examination of the raw charging rates in Table 2 with an analysis that seeks to adjust for observed differences in cases. In particular, we fit a logistic regression to estimate the relationship between blind review, race, and charging decision while adjusting for several possible confounders, including: the suspect’s age, sex, and local arrest and charge histories; date and location of arrest; a fixed effect for each reviewing prosecutor; and the alleged crime type(s) (Table 3). We also interact race with our indicator for whether a case was redacted to allow for the effect of redaction to vary across racial groups.

After adjusting for these factors, we again find no statistically significant difference in charging rates between cases with a blind review and those without, although the relatively small number of cases make it difficult to estimate the effect precisely. Specifically, we estimate that cases which received a blind review had 0.9 times the odds of being charged as those without a blind review, with a 95% CI of 0.6–1.4. To illustrate how effects vary by race and blinding, Figure 5 depicts estimated charging rates for a hypothetical suspect—a 35-year-old man arrested on a Monday in February with a single assault charge—under varying assumptions about his perceived race. We see generally similar—though imprecisely estimated—charging rates across race groups, both when race-related information is redacted and when it is not.

Finally, we examine the preliminary decisions of prosecutors, based solely on their read of the redacted incident report. In their initial decisions, as seen in Table 4, prosecutors recommended pressing charges in 68% (95% CI: 63–72%) of cases. After reviewing the complete, unredacted case file, charging rates drop to 57% (95% CI: 52–61%). We note two possible mechanisms for the lower final charging rate. First, there may be a de-personalization effect from the platform, where the lack of personal information obscured by redaction causes prosecutors to act more punitively. Alternatively, it is possible that prosecutors overestimate the likelihood that the full, unredacted case files would contain incriminating evidence.

5 DISCUSSION
In the context of criminal justice, algorithms are most commonly employed to impose punitive measures in the ostensible service of public safety (e.g., as with predictive policing and pretrial risk assessment). That history may explains popular discontent with algorithmically aided decisions. But, as our implementation shows, algorithms can also be used to reign in potential abuses of power.
Table 3: Selected logistic regression coefficients, presented on the odds scale, for a model of charging decisions made during the pilot period. Lower and upper estimates correspond to a 95% confidence interval. White individuals who did not receive a blind review are treated as the baseline.

<table>
<thead>
<tr>
<th></th>
<th>Simple</th>
<th>Demographic</th>
<th>Full</th>
<th>Full w/ Pros.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Redacted</td>
<td>1.2 [0.8–1.8]</td>
<td>1.2 [0.8–1.8]</td>
<td>1.1 [0.7–1.7]</td>
<td>0.9 [0.6–1.4]</td>
</tr>
<tr>
<td>Asian</td>
<td>1.2 [0.9–1.6]</td>
<td>1.2 [0.9–1.6]</td>
<td>1.3 [0.9–1.8]</td>
<td>1.5 [1.0–2.1]</td>
</tr>
<tr>
<td>Asian x Redacted</td>
<td>0.6 [0.2–1.9]</td>
<td>0.6 [0.2–1.7]</td>
<td>0.5 [0.2–1.7]</td>
<td>0.5 [0.1–1.6]</td>
</tr>
<tr>
<td>Black</td>
<td>1.3 [1.1–1.6]</td>
<td>1.3 [1.1–1.5]</td>
<td>1.3 [1.1–1.5]</td>
<td>1.2 [1.0–1.5]</td>
</tr>
<tr>
<td>Black x Redacted</td>
<td>0.7 [0.4–1.1]</td>
<td>0.7 [0.4–1.2]</td>
<td>0.7 [0.4–1.2]</td>
<td>0.7 [0.4–1.3]</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.1 [0.9–1.3]</td>
<td>1.0 [0.8–1.2]</td>
<td>1.0 [0.8–1.2]</td>
<td>0.9 [0.7–1.2]</td>
</tr>
<tr>
<td>Hispanic x Redacted</td>
<td>1.6 [0.9–2.9]</td>
<td>1.6 [0.9–2.9]</td>
<td>1.4 [0.8–2.6]</td>
<td>1.5 [0.8–2.8]</td>
</tr>
<tr>
<td>Other</td>
<td>0.8 [0.6–1.1]</td>
<td>0.8 [0.5–1.1]</td>
<td>0.8 [0.5–1.1]</td>
<td>0.8 [0.5–1.1]</td>
</tr>
<tr>
<td>Other x Redacted</td>
<td>0.9 [0.3–2.9]</td>
<td>0.9 [0.3–2.9]</td>
<td>0.5 [0.2–1.9]</td>
<td>0.6 [0.2–2.1]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
<th>✓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Redacted</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Age, Sex</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Day/Month of Arrest</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Precinct</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2-yr ct. of arrests</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2-yr ct. of filed felonies</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Crime type</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Prosecutor fixed effect</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Figure 5: Estimated charging rates for a canonical individual: a 35-year-old male arrested on a Monday in February on a single assault charge. We note that—after adjusting for all listed covariates—charging rates are roughly equivalent across race groups.

As modern data analytics have helped to police the police [22], so too can algorithms help assess and rectify the actions of other decision makers in the criminal justice system.

More broadly, we are seeing a new type of algorithm emerge; one that is designed at the outset to protect the rights and support the needs of system-involved individuals. For example, recent work uses reinforcement learning to craft personalized text message reminders for individuals with upcoming court dates, and optimization methods to offer select individuals transportation vouchers to further improve court appearance rates [1]. This latest generation of supportive algorithms—which aims to reduce social stratification—creates new challenges for anti-discrimination doctrine. The current focus of the legal community lies on constraining the input factors for algorithmic decision making. While particularly important for predictive algorithms with punitive consequences, this focus provides little guidance to those who seek to use algorithms in the service of furthering due process goals. For example, if an algorithmic system learns that men and women, or Black and white individuals, respond differently to court appointment reminders, should that information be used to design better personalized communications? Likewise, should protected characteristics be used to statistically inform the allocation of limited transportation benefits? It remains unclear how to trade off concerns arising out of the use of protected characteristics against the desire for tailored interventions that seek to support the recipient.

In our particular application—race blind charging—it is similarly unclear what characteristics ought to be masked from the decision maker. If we mask race, should we also redact information that is relevant to other characteristics?
about other protected classes, such as gender and religious affiliation? Beyond legally protected classes, should masking extend to socioeconomic information? What if the decision maker seeks to favor a specific minority group and blinding prevents the protected group from enjoying a more favorable treatment? Further, while blinding can help counteract selective prosecutorial practices, it can also remove information that is important to determine the exact circumstances and likely culpability of the alleged conduct. For instance, racial cues may inform prosecutors about the likelihood that an infringement on the victim’s rights was racially motivated and may thus constitute a hate crime. As the applications of algorithms continue to evolve, it will be of crucial importance to assess and evaluate these and related questions on the interaction of technology and anti-discrimination laws.

Blinding is one form of remedy aimed at removing disparities between members of different racial categories, but there are alternatives. For instance, rather than not using racial information at all, Butler [8] supports the use of affirmative action in the criminal process, which promulgates the use of race-conscious policies to the benefit of racial minorities (e.g., by mandating that Black suspects cannot be subjected to criminal enforcement of drug-related crimes in a way that is disproportionate to their actual rate of commission). This raises the question whether blind decision making, albeit feasible, is also normatively most desirable. In particular, blinding necessarily removes identifying and individualizing information from the decision making process, potentially making it more difficult to both empathize or feel anger towards the individuals involved [54, 55]. Although there is evidence to suggest that deidentification can alter punitiveness [53], scholars have been resistant to discuss the role empathy ought to play in the context of adjudication and law enforcement [10]. The imminence of tools that allow for widespread deidentification bring new urgency to these debates and make their associated costs and benefits more concrete.

In addition to the potential for our blinding algorithm to improve prosecutorial behavior, it offers a new path for auditing decisions. In practice, as we have discussed above, it can be difficult to redact case details in a true randomized controlled trial. Still, we believe the general methodology we propose is a compelling and complementary alternative to traditional observational analysis and experiments in synthetic environments.

In the jurisdiction we study, our proposed methodology reveals no clear evidence for racial biases in prosecutorial charging decisions. We highlight, however, that the scope of our study is limited in several important aspects. First, with approximately 4,000 cases in total, and with under 500 blind reviews, our sample size is relatively small, making it difficult to obtain precise estimates. Second, our results do not necessarily extend to other jurisdictions, as past observational studies suggest that selective prosecution may be a more significant problem in other districts.

Third, the racial biases we study merely cover one aspect of impermissible conduct recognized under anti-discrimination laws. But even in the absence of such biases, prosecutorial charging decisions can impose undue burdens on racial minorities that can be equally susceptible to concerns about discrimination [3, 20, 29]. Consider, for instance, criminal processing in the context of drug enforcement. Prosecutors are less likely to use their discretion to the benefit of the suspect if the incident involves crack cocaine as opposed to powdered cocaine [25]. At the same time, the share of minorities among those reporting to have used crack cocaine at some point in their life is significantly higher than for powdered cocaine [45]. Hence, a practice that is more likely to press charges for use of crack cocaine than powdered cocaine impacts racial minorities disproportionately [53], even in the absence of selective prosecution across racial lines. It is important to emphasize that our findings do not speak to the presence or significance of such disparities in the effect of prosecutorial discretion.

Finally, we focus only on prosecutorial charging decisions, an early step in the criminal process. While it is important to obtain causal estimates for racial biases at every decision point [20], a fuller picture of the role of race in criminal justice requires one to consider a multitude of steps, such as racially motivated policing, dismissal and sentencing [35].

Our work highlights the rapidly expanding development and use of algorithms in criminal justice, both for auditing and for improving behavior. Whereas past work has largely focused on statistical risk prediction, there is urgent need for a more comprehensive legal and normative debate surrounding the broader class of algorithms now emerging. In addressing the accompanying concerns, legal scholars can provide a robust foundation that will help orient, refine and appropriately constrain the development of new tools as they are introduced into the criminal justice system.
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